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ABSTRACT

This paper introduces a novel approach to estimate onsets

in musical signals based on the phase spectrum and specif-

ically using the average of the group delay function. A

frame-by-frame analysis of a music signal provides the evo-

lution of group delay over time, referred to as phase slope

function. Onsets are then detected simply by locating the

positive zero-crossings of the phase slope function. The pro-

posed approach is compared to an amplitude-based onset de-

tection approach in the framework of a state-of-the-art sys-

tem for beat tracking. On a data set of music with less per-

cussive content, the beat tracking accuracy achieved by the

system is improved by 82% when the suggested phase-based

onset detection approach is used instead of the amplitude-

based approach, while on a set of music with stronger per-

cussive characteristics both onset detection approaches pro-

vide comparable results of accuracy.

1 INTRODUCTION

The task of estimating the times at which a human would

tap his foot to a musical sound is known as beat tracking

[1]. All state-of-the-art approaches ([1, 2, 3, 4]) for this task

first conduct an onset detection. The output of the onset de-

tection is a signal with a lower time resolution than the input

signal, which has peaks at the time instances where a musi-

cal instrument in the input started playing a note. Usually,

this onset signal is derived from the amplitude of the signal,

as in [1, 2, 3]. Only in [4], phase information is consid-

ered, by computing the phase deviation between neighbor-

ing analysis frames. Several approaches of computing on-

sets from musical signals are compared in [5], resulting in

the conclusion that in general the moments of big positive

change in the amplitude spectrum of the signal provide the

most preferable estimators for the onsets. This is because

using information contained in the complex spectrum or in

the phase changes might lead to similar onset estimations,

but using only the amplitude spectrum is preferred for com-

putational reasons [5]. A similar conclusion can be drawn

from the results of the MIREX 2007 Audio Onset Detection

contest 1 , where most systems use only the amplitude infor-

1 http://www.music-ir.org/mirex/2007/index.php/Audio Onset Detection

mation. Considering the results on complex music mixtures,

which are the signals of interest in beat tracking, the usage

of phase deviation by some systems does not improve the

onset estimation accuracy [6].

As can be seen in the results depicted in [7] (Table II), the

state-of-the-art approaches for beat tracking decrease sig-

nificantly in accuracy, when applied to folk music. These

music signals contain weaker percussive content than music

of rock or disco styles. This problem is of particular impor-

tance when dealing with traditional dances as well, as they

are often played using string or wind instruments only [8].

Based on the results obtained in [7], it is necessary to im-

prove beat tracking on music with little percussive content.

While a decrease in the case of jazz and classical music can

partly be attributed to the complex rhythmic structure, rhyth-

mic structure of folk music is simpler, and thus the decrease

in this forms of music may be attributed solely to the prob-

lem of detecting onsets.

In [9], the negative derivative of the unwrapped phase, i.e.
the group delay, is used to determine instants of significant

excitation in speech signals. This approach has been fur-

ther developed and used for the detection of clicks of ma-

rine mammals in [10]. There, it has been shown that pulses

can be reliably detected by using group delay, even when the

pulses have been filtered by a minimum phase system. Moti-

vated by these works, we suggest the use of the group delay

function for onset estimation in musical signals, and then

use this estimation as input to a beat tracker based on the

state-of-the-art system presented in [2]. The goal of this pa-

per is to provide an improved beat tracking performance on

musical signals with simple rhythmic structure and little or

no percussive content. The proposed approach to consider

phase information is novel in Music Information Retrieval,

as previous approaches computed a time derivative of phase

[5], while the suggested approach makes use of group de-

lay, which is a derivative of phase over frequency. The

group delay function is computed in frame-by-frame analy-

sis and its average is computed for each frame. This results

in time-domain signal referred to as phase slope function

[10]. Onsets are then simply estimated by detecting the pos-

itive zero-crossings of the phase slope function. Therefore,

the suggested approach does not require the use of time-

dependent (adaptive) energy-based thresholds as the ampli-
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tude and phase based approaches for detecting the onsets

[5].

In Section 2, the characteristics of the group delay function

for minimum phase signals are shortly reviewed to support

our motivation. In Section 3 we present a method to com-

pute an onset signal for music based on the phase slope func-

tion and how this information has been incorporated into

the state-of-the-art system suggested by Klapuri et al. [2]

for beat tracking. Section 4 shows results of the proposed

approach on artificial and music signals comparing the sug-

gested phase-based approach with a widely used amplitude-

based approach. Section 5 concludes the paper and dis-

cusses future work.

2 BASIS FOR THE PROPOSED METHOD

Consider a delayed unit sample sequence x[n] = δ[n− n0]
and its Fourier Transform X(ω) = e−jωn0 . The group delay

is defined as:

τ(ω) = −dφ(ω)
dω

(1)

so the group delay for the delayed unit sample sequence is

τ(ω) = n0 ∀ω, since the phase spectrum of the signal is

φ(ω) = −ωn0. The average over ω of τ(ω) provides n0

which corresponds to the negative of the slope of the phase

spectrum for this specific signal and to the delay of the unit

sample sequence. An example of a delayed unit sample se-

quence with n0 = 200 samples as well as the associated

group delay function are depicted in Fig.1(a) and (b), re-

spectively. In the above example the Fourier Transform has

been computed considering the center of analysis window to

be at n = 0. When the window center is moved to the right

(closer to the instant n = n0), the slope of the phase spec-

trum is increased (the average of the group delay function

is decreased) reflecting the distance between the center of

the analysis window and the position of the impulse. When

the center of the analysis window is at n = n0 then the

slope is zero. Continuing moving the analysis window to

the right the slope will start to increase (while the average

of the group delay will decreased). In this way, the slope

of the phase spectrum is a function of n. Note that the lo-

cation of the zero-crossing of this function will provide the

position of the non-zero value of the unit sample sequence

independently of the amplitude value of the impulse.

In general, the average value of the group delay is de-

termined by the distance between the center of the anal-

ysis window and the delay of the unit sample sequence,

even when it has been filtered by a minimum phase system

[9]. The group delay function will still provide information

about this delay value as well information about the poles

of the minimum phase system. In Fig. 1(c),(d) the output of

the minimum phase signal and the associated group delay

are depicted. The slope function will have a similar behav-

ior to this described earlier for the unit sample sequence.

Figure 1. (a) A delayed by 200 samples unit sample se-

quence. (b) The group delay function of the signal in (a).

(c) A minimum phase signal with an oscillation at π/4. (d)

The group delay function of the signal in (c).

In Figure 2, the phase slope of a periodic sequence of mini-

mum phase signals is depicted. The dash-dotted line depicts

a phase slope resulting from a window shorter than the pe-

riod of the signal, the dashed line results from an analysis

using a longer window. The phase slope values have been

assigned to the middle of the analysis window, the analysis

step size was set to one sample. It can be seen that even in

the case of low signal amplitude, the positive zero crossing

coincides in each case with the beginning of the minimum

phase signal. As a musical instrument could be considered

as a causal and stable filter, that is driven by a minimum

phase excitation, it can be assumed that an onset estimation

using the positive zero crossings of the phase slope is a valid

approach. To avoid the problems of unwrapping the phase

spectrum of the signal for the computation of group delay,

the slope of the phase function can be computed as [11]:

τ(ω) =
XR(ω)YR(ω) + XI(ω)YI(ω)

|X(ω)|2 (2)

where
X(ω) = XR(ω) + jXI(ω)
Y (ω) = YR(ω) + jYI(ω)

are the Fourier Transforms of x[n] and nx[n], respectively.

The phase slope is then computed as the negative of the av-

erage of the group delay function.

3 METHOD FOR BEAT TRACKING

3.1 Onset detection using group delay

The onset detection using group delay follows the concept

explained in Section 2. The parameters of the onset detector
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Figure 2. (a) A sequence of impulses of constant amplitude

and the associated phase slope function using long (dashed

line) and short (dash-dotted line) window (b) A sequence

of impulses with linearly time varying amplitudes and the

associated phase slope function using long (dashed line) and

short (dash-dotted line) window.

have been evaluated on two development data sets: The first

data set, referred to as D1, consists of periodic artificial sig-

nals like those depicted in Figure 2, with periods from 0.3s

to 1s, which is related to the typical range for the tempo of

musical pieces (60bpm-200bpm). This data set is also use-

ful in evaluating the robustness of the suggested approach

against additive noise. For this purpose, a Transient to Noise

Ratio (TNR) is defined in the same way as the usual Signal

to Noise Ratio (SNR):

TNR = 10 log10

1
L

∑L−1
n=0 x2(n)
σ2

u

(3)

where x denotes a signal of length L and σ2
u denotes the

variance of the noise. The artificial signals have been mixed

with white noise at different TNR. For each artificial sig-

nal a corresponding text file has been created containing the

onset times of the impulses. The second development set,

referred to as D2, is a data set of 28 song excerpts of 30

seconds length. This data set has been compiled and beat

annotated by the authors. From these annotations, a unit

sample sequence, a[n], may be obtained with pulses located

at the annotated onset or beat time instance. In the same

way, a unit sample sequence y[n] may be generated from

the estimated onset times. The quality of an onset estima-

tion was judged based on the function used in the MIREX

2006 Audio Beat Tracking contest 2 :

PM =
1
S

S∑
s=1

1
NP

W∑
m=−W

N∑
n=1

y[n]as[n−m] (4)

2 http://www.music-ir.org/mirex2006/index.php/Audio Beat Tracking

where N is the length of the two pulse trains in samples,

S is the number of different annotations per sound sample

(equal to one for the development data), NP is the maxi-

mum number of impulses in the two pulse trains, NP =
max (

∑
y[n],

∑
as[n]), and W is equal to 20% of the aver-

age distance between the impulses in as[n] in samples. This

function represents an estimator, of how much two pulse

trains are correlated, accepting some inaccuracy regarding

the placement of the onset estimation impulses. Note that

for the development set containing music signals (i.e., D2),

no onset annotations exist but beat annotations.

The most crucial parameter in the click or onset detection

using phase slope is the length of the analysis window. As

it is indicated in [10], a large window is appropriate for de-

tecting major sound events in an audio signal while shorter

windows may be used in case additional sound events are

needed to be detected. In this paper, the optimum length

of the analysis window has been determined by trials and

errors on the two (development) training data sets, D1 and

D2. Figure 3 shows the phase slopes from a short excerpt

of a music sample from D2 computed with three different

analysis window lengths. The optimum analysis window

was found to be 0.2s, thus slightly shorter than the shortest

considered signal period (i.e., 0.3 s). A typical window like

Hanning was used while the step size of the analysis was set

to 5.8ms which corresponds to a sample rate, fl, of 172 Hz

for the onset signal, as suggested in [2].

Two further refinements of the approach as explained in

Section 2 have been found to be necessary for music sig-

nals. The first is a zero crossing selection. In Figure 3 it can

be observed that the shorter the analysis window the more

positive zero-crossings are detected. It was observed that ac-

cepting only the zero crossings that are surrounded by large

oscillations improves the accuracy on the development sets.

Such oscillations can easily be detected by thresholding, as

shown by the dotted lines in each sub plot of Figure 3. The

positive threshold has been determined by the mean of the

absolute values of the phase slope for a whole sample; the

negative threshold is simply the negative of this value. A

zero-crossing is selected if the minimum and the maximum

amplitude of the phase slope function, before and after the

zero-crossing, respectively, pass the corresponding thresh-

olds. For example, the zero crossing at sample 800 in the

middle plot was rejected, because it is not followed by a

large maximum.

The second refinement is the usage of a multi band analy-

sis. Dividing the spectrum into a number of bands has been

shown to be meaningful for beat tracking [12, 13]. For this,

the spectrum has been divided into four equally sized bands

on logarithmic frequency scale. In each band, an onset de-

tection using the phase slope method was performed. In or-

der to get a single vector representation, the four band-wise

onset signals, yc[n], c = 1...4, have been fused in the same
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Figure 3. Influence of the analysis window length on the

phase slope of a music sample from D2 (x-axis: samples, y-

axis: phase slope amplitude, onsets: bold peaks with circle

markers, annotation: dashed peaks with triangle markers,

threshold for zero crossing selection: dotted lines)

way as in [2]:

y[n] =
4∑

c=1

(6− c)yc[n] (5)

giving more weight to lower bands. Indeed, the subband

splitting as well as the fusion of bands have been found to

improve the performance of the beat tracker as measured by

(4).

3.2 Beat tracking

For the estimation of beat times from the band-wise onset

signals an algorithm based on the method proposed by Kla-

puri et al. in [2] has been used. The algorithm had to be

adapted to the type of onset signals that are obtained using

the phase slope function. This modified beat tracker will be

referred to as M-KLAP in the rest of the paper. Experiments

for the development of M-KLAP have been conducted using

the music data set, D2, described in Section 3.1.

3.2.1 Beat Period

For beat period estimation, Klapuri et al. suggest the com-

putation of comb filter responses on each of the four bands

separately, and summing afterwards. In M-KLAP, the band

wise onset signals, yc, are simply summed using (5). After-

wards, the obtained onset vector is weighted with the sum

of the spectral flux at each sample n:

yflux[n] = y[n]
∑
ω

HWR(|X(ω, n)| − |X(ω, (n− 1))|)

(6)

where HWR denotes a half wave rectification and X(ω, n)
denotes the (short time) Fourier transform of the signal as

used in the group delay computation in (2). Weighting the

detected onsets in this way slightly but consistently improves

performance.

The sample autocorrelation of the vector yflux[n] is then

computed in a rectangular window of twin = 8s length

with a step size of one second. The maximum lag consid-

ered is 4s × fl, which is equal to 688, since fl = 172Hz.

The centers of the analysis windows are positioned at times

[1s, 2s, ..., TN ], where TN = �N/fl�, zero padding has

been applied. In the following, the beat periods β have

been estimated using a Hidden Markov Model(HMM) as de-

scribed in [2], where the beat period is referred to as tactus

period. This results in a sequence of beat period estimations

β[k], with k = 1...TN/s. The only change in the HMM is

the use of flat priors for the beat periods, and that the beat

periods do not depend on the simultaneous measure periods

((24) in [2]) in the Viterbi algorithm.

3.2.2 Beat Phase

In the phase estimation of the beat pulse ((27) in [2]), the

computation of the likelihood of a phase Φ[k] in analysis

frame k has been changed to

P (r̂ỹy|Φ[k] = l) =
4∑

c=1

(6−c)
8fl∑
n=0

ỹk[n+l]yc[kfL+n−4fl]

(7)

where ỹk is a reference pulse train of twinfl + 1 samples

length, having an impulse at the middle position and a pe-

riod equal to β[k]. Thus, just like in the estimation of the

beat period, an eight second length window has been used.

The weighted sum of the band wise correlations as com-

puted in (7) is then used in an HMM framework as sug-

gested in [2]. Again, incorporating spectral flux as in (6)

has been tried, combined with an impulse selection instead

of a Viterbi in order to get the final beat pulse. This would
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have the advantage of avoiding the relatively long (8s) anal-

ysis window. However, results were slightly inferior to those

achieved using the Viterbi algorithm. Because of this, this

improvement was postponed for now. Note that the accuracy

of measure and tatum periods [2] have not been evaluated,

as the focus is the derivation of the beat information.

4 EXPERIMENTS

This Section compares the performance of the system as

suggested by Klapuri et al.[2], denoted as KLAP, with the

performance phase slope detected onsets as input to the mod-

ified beat tracker, which will be referred to as PS/M-KLAP.

Two data sets of beat annotated pieces of music have been

used for evaluation. The first has been used as a training

set for the MIREX 2006 Audio Beat Tracking task 3 , and

consists of twenty 30 second excerpts from popular music

songs. Each song has been beat annotated by several listen-

ers, who were asked to tap the beat of the piece of music.

In the following, this data set is referred to as T1. The sec-

ond data set, (T2), consists of twenty 30 second excerpts

from pieces of traditional Cretan music, downloaded from

the Institute of Mediterranean Studies 4 . The beat for these

pieces has been annotated by the first author. In contrast to

T1, none of the songs contain percussive instruments, but

only string instruments and vocals. It is worth to note, that

none of the mentioned data sets have been used to find the

optimal parameters of the system. For this purpose, only the

development sets, D1 and D2, mentioned in Section 3, have

been used.

As detailed in [2], the most appropriate estimator for the

performance of a beat tracking system is the length of the

longest continuous correct estimated section of the song, di-

vided by the duration of the whole song. For example, for

30s duration of a song and 12s to be the longest continu-

ously correct beat estimation duration, the accuracy is 40%.

Furthermore, the beat estimation is judged as correct when

its period is half or double the period of the annotation as

well. A deviation of 0.175 times the annotated period length

is tolerated. Note that a beat pulse train with the same pe-

riod as the annotation pulse train is considered as incorrect

whenever it has a half period offset (off-beat). Accuracies

measured with this method will be referred to as Acont. For

convenience, also the accuracies as computed by (4) will be

shown, denoted as Amir, in order to be able to compare with

scores achieved at the MIREX contest.

4.1 Proof of concept

In this Section, the KLAP and PS/M-KLAP beat trackers

are applied to D1, the development set containing artificial

signals. For each TNR level, the accuracies of the two beat

3 http://www.music-ir.org/mirex/2006/index.php/Audio Beat Tracking
4 http://gaia.ims.forth.gr/portal/
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Figure 4. Accuracy of the beat tracking using the proposed

method (PS/M-KLAP) and the algorithm of [2] (KLAP), on

artificial signals of varying TNR

tracking systems have been computed using (4) for all the

signal periods in D1 (0.3s to 1s). Then the mean values and

the standard errors have been computed for each TNR level.

The mean accuracy values along with their corresponding

standard errors, shown as error bars, are depicted in Figure

4. Without the addition of noise both approaches estimate a

beat pulse train that is perfectly correlated with the position

of the impulses in the signal. When the TNR decreases, the

presented approach PS/M-KLAP is persistently more accu-

rate. This proofs the hypothesis, that using the proposed

approach, beat tracking will be more robust against noise

which is important if an audio recording is noise corrupted.

Also the presence of noise makes some of the possible per-

cussion components found in music to soften. Based on the

above results we expect the proposed approach to be also ap-

propriate for musical signals without strong percussive com-

ponents.

4.2 Results

The accuracies of the beat trackers applied to the music data

sets T1 and T2 are depicted in Tables 1 and 2 for the ac-

curacy measures Acont and Amir, respectively. On T1, the

KLAP beat tracker is superior. The advantage of using the

phase slope in the proposed way is distinct on T2. Here,

the improvement compared to the state-of-the-art approach

is 82%. This shows that using the proposed method, beat

tracking in a signal with weak or no percussive content can

be improved, while approaches using the amplitude infor-

mation clearly fail on this data. Since the difference between

the KLAP and PS/M-KLAP system, doesn’t solely rely on

the onset detection approach (there are modifications in beat

tracking approach as well), it may be assumed that the dif-

ferences in accuracy cannot be solely attributed to the onset

detection method. To check this we decided to provide as in-

put to the M-KLAP system the standard input of the KLAP
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PS/M-KLAP KLAP

T1 54.3(0.058) 58.4(0.063)

T2 48.0(0.171) 26.3(0.122)

Table 1. Accuracies Acont of the beat tracking on the two

data sets, mean value/%(variance)

PS/M-KLAP KLAP

T1 45.0(0.028) 50.0(0.026)

T2 39.3(0.071) 21.4(0.085)

Table 2. Accuracies Amir of the beat tracking on the two

data sets, mean value/%(variance)

system, i.e. that derived from spectral flux [2]. For T1

and T2 data sets, the obtained results are 48%/43.1% and

22%/27.8%, respectively for Acont/Amir measures. This

shows the importance of the phase slope function in onset

detection and in the context of beat-tracking. The slightly

lower performance of PS/M-KLAP in T1 as compared to

the standard system (KLAP) may be attributed to the imple-

mentation of beat tracking and we expect to further improve

that part in the near future.

5 CONCLUSIONS

In this paper a new method to detect onsets using the av-

erage of the group delay was introduced and evaluated in a

beat tracking framework. Advantages are the immediate de-

tection of the onsets by locating the positive zero crossings

of the phase slope, and the robustness for signals with little

percussive content as shown in the experiments. The next

steps to improve the method are a more efficient implemen-

tation of the phase slope computation and refinements of the

beat tracker. Also, evaluation on different data sets of folk

music will be performed.
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