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ABSTRACT

This paper presents a new approach for identifying profes-

sional performers in commercial recordings. We propose a

Trend-based model that, analyzing the way Narmour’s Im-

plication-Realization patterns are played, is able to charac-

terize performers. Concretely, starting from automatically

extracted descriptors provided by state-of-the-art extraction

tools, the system performs a mapping to a set of qualita-

tive behavior shapes and constructs a collection of frequency

distributions for each descriptor. Experiments were con-

ducted in a data-set of violin recordings from 23 different

performers. Reported results show that our approach is able

to achieve high identification rates.

1 INTRODUCTION

Expressive performance analysis and representation is cur-

rently a key challenge in the sound and music computing

area. Previous research has addressed expressive music per-

formance using machine learning techniques. For example,

Juslin et al. [6] studied how expressivity could be com-

putationally modeled. Ramirez et al. [12] have proposed

an approach for identifying saxophone performers by their

playing styles. Lopez de Mantaras et al. [9] proposed a

case based reasoning approach to deal with expressiveness.

Hong [7] investigated expressive timing and dynamics in

recorded cello. Dovey [2] analyzed Rachmaninoff’s piano

performances using inductive logic programming. Work on

automatic piano performer identification has been done by

the group led by Gerhard Widmer. To cite some, in [14]

they represent pianists’ performances as strings; in [16] they

study how to measure performance aspects applying ma-

chine learning techniques; and in [15], Stamatatos and Wid-

mer propose a set of simple features for representing stylis-

tic characteristics of piano music performers. Sapp [13]

work should also be cited as an interesting proposal for

representing musical performances by means of scape plots

based on tempo and loudness correlation. Goebl [3] is fo-

cused on finding a ‘standard performance’ by exploring the

consensus among different performers.

In this paper, we focus on the task of identifying violin-

ists from their playing style using descriptors automatically

extracted from commercial audio recordings by means of

state-of-the-art feature extraction tools. First, since we con-

sider recordings from quite different sources, we assume

a high heterogeneity in the recording conditions. Second,

as state-of-the-art audio transcription and feature extraction

tools are not 100% precise, we assume a partial accuracy in

the extraction of audio features.

Taking into account these characteristics of the data, our

proposal therefore identifies violin performers through the

following three stage process: (1) using a higher-level ab-

straction of the automatic transcription focusing on the mel-

odic contour; (2) tagging melodic segments according to the

E. Narmour’s Implication-Realization (IR) model [10]; and

(3) characterizing the way melodic patterns are played as

probabilistic distributions.

The rest of the paper is organized as follows: In Section 2

we present the data collection being used. In Section 3, we

describe the proposed Trend-Based model and the developed

system, including data gathering, representation of record-

ings and distance measurement. In Section 4, experiments

for the case study are explained and results are presented.

The paper concludes with final considerations and pointing

out to future work in Section 5.

2 MUSICAL DATA

We have chosen to work with Sonatas and Partitas for solo

violin from J.S. Bach [8]. Sonatas and Partitas for solo Vio-

lin by J.S. Bach is a six work collection (three Sonatas and

three Partitas) composed by the German musician. It is a

well-known collection that almost every violinist plays dur-

ing its artistic life. All of them have been recorded many

times by several players. The reason of using this work

collection is twofold: 1) we have the opportunity of test-

ing our model with existing commercial recordings of the

best known violin performers, and 2) we can constrain our

research on monophonic music.

In our experiments, we have extended the musical collec-

tion presented in [11]. We analyzed music recordings from

23 different professional performers. Because these audio

files were not recorded for our study, we have not interfered

at all with players’ style at the performance [5]. The scores
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of the analyzed pieces are not provided to the system.

3 TREND-BASED MODELING

Our approach for dealing with the identification of violin

performers is based on the acquisition of trend models that

characterize each particular performer to be identified. Speci-

fically, a trend model characterizes, for a specific audio de-

scriptor, the relationships a given performer is establishing

among groups of neighbor musical events. We perform a

qualitative analysis of the variations of the audio descrip-

tors. Moreover, as we will describe in the next subsection,

we analyze these qualitative variations with a local perspec-

tive. We will be using two trend models in this paper: energy

and duration. The trend model for the energy descriptor re-

lates, qualitatively, the energy variation for a given set of

consecutive notes, while the trend model for duration indi-

cates, also qualitatively, how note durations change for note

sequences. Notice that trend models are not trying to char-

acterize the audio descriptors with respect to an expected

global behavior.

Given an input musical recording of a piece, the trend

analysis is performed by aggregating the qualitative varia-

tions on their small melody segments. Thus, in advance of

building trend models, input streams are broken down into

segments. As most of automatic melody segmentation ap-

proaches, we will perform note grouping according to a hu-

man perception model.

Our system has been designed in a modular way with

the intention of creating an easy extendable framework. We

have three different types of modules in the system: 1) the

audio feature extraction modules; 2) the trend analysis mod-

ules; and 3) the identification modules. Moreover, the sys-

tem may work in two different modes: in a training mode

or in a testing mode. Modules from (1) and (2) are used in

both modes. Modules from (3) are only used in the testing

mode. Figure 1 shows a diagram of the system modules. On

top, audio files in .wav format as input.

At the training stage, the goal of the system is to char-

acterize performers by extracting expressive features and

constructing trend models. Next, at the identification stage,

the system analyzes the input performance and looks for the

most similar previously learnt model. The training process

is composed of three main steps: 1) the extraction of audio

descriptors and the division of a performance in segments;

2) the tagging of segments according to IR patterns; and 3)

the calculus of probabilistic distributions for each IR pattern

and descriptor (trend generation).

3.1 Feature Extraction and Segmentation

The first step consists on extracting audio features. Our re-

search is not focused on developing new methods for ex-

tracting audio features, so that we employ existing tech-

Figure 1. System’s dataflow

niques. At the moment, we consider fundamental frequency

and energy, as these are the main low-level audio features

related to melody. These features are then used to identify

note boundaries and to generate melodic segments. The cur-

rent version of our system uses the fundamental frequency

estimation algorithm proposed by Arturo Camacho [1]. This

module provides a vector with instantaneous fundamental

frequency and energy values.

We have developed a post-processing module for deter-

mining the possible notes played by the performers. This

module first converts fundamental frequencies into quan-

tized pitch values, and then a pitch correction procedure is

applied in order to eliminate noise and sudden changes. This

correction is made by assigning to each sample the value

given by the mode of their neighbors around a certain win-

dow of size σ. With this process, a smooth vector of pitches

is obtained. By knowing on which frames pitches are chang-

ing, a note-by-note segmentation of the whole recording is

performed. For each note we collect its pitch, duration and

energy.

We assume that there might be some errors in this au-

tomatic segmentation, given the hetereogenity of recording

conditions. Our approach for dealing with this problem con-

sists of using a more abstract representation that the real

notes, but still close to the melody. That is, instead of fo-

cusing on the absolute notes, we are interested in modeling

the melodic surface.

We use the IR model by E. Narmour [10] to perform

melodic segmentation. This model tries to explicitly de-

scribe the patterns of expectations generated in the listener

with respect to the continuation of the melody. The IR model

describes both the continuation implied by particular melodic
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intervals, and whether or not this expected continuation is

fulfilled by the following interval. Taking this cognitive

model as the basis for the melodic segmentation, each IR

pattern determine a different segment.

The IR model has been shown to be suitable for assessing

melodic similarity (see MIREX’05 [4]). Since our goal is to

characterize expressive trends, we analyze the way different

audio descriptors change in the different IR patterns. See

[10] for a detailed description of IR patterns.

3.2 Modeling Trends

A trend model is represented by a set of discrete probability

distributions for a given audio descriptor (e.g. energy). Each

of these probability distributions represents the way a given

IR pattern is played against that certain audio descriptor.

To generate trend models for a particular performer and

audio descriptor, we use the sequences of values extracted

from the notes identified in each segment. From these se-

quences, a qualitative transformation is first performed to

the sequences in the following way: each value is compared

to the mean value of the fragment and is transformed into

a qualitative value where + means ‘the descriptor value is

higher than the mean’, and - means ‘the descriptor value is

lower than the mean’. Being s the size of the segment and n
the number of different qualitative values, there are ns pos-

sible resulting shapes. In the current approach, since we are

segmenting the melodies in groups of three notes and using

two qualitative values, eight (23) different shapes may arise.

We note these possibilities as: —, –+, -+-, -++, +–, +-+, ++-

and +++.

Next, a histogram per IR pattern with these eight quali-

tative shapes is constructed by calculating the percentage of

occurrence of each shape. These histograms can be under-

stood as discrete probability distributions. Thus, trend mod-

els capture statistical information of how a certain performer

tends to play. Combining trend models from different audio

descriptors, we improve each performer characterization.

Since our goal is the identification of violin performers,

the collection of trend models acquired for each performer

is used as the patterns to compare with when a new audio

recording is presented to the system.

3.2.1 Current Trends

We have generated trend models for both duration and en-

ergy descriptors. Note durations are calculated as the num-

ber of samples between pitch changes. Qualitative devia-

tions are calculated by comparing the real and the average

duration for each note. Then, the trend model for the dura-

tion descriptor was calculated from the frequency distribu-

tions of each IR pattern. Figure 2 shows, for the duration

descriptor, the frequency distributions of the eight shapes

in P patterns (ascending or descending sequences of simi-

Figure 2. Frequency distribution of duration deviations for

the P pattern in the Sixth movement of Partita N.1. Only

four performers are shown

lar intervals) and for four violin performers (Ara Malikian,

Arthur Grumiaux, Brian Brooks, and Christian Tetzlaff).

We can observe that the way different professional per-

formers are playing is not equally distributed. For instance,

A. Malikian has a higher propensity to extend the durations

while an opposite behavior can be observed for A. Grumi-

aux (see his values for the two left qualitative shapes). It

should be noticed that more exact ways of obtaining this

measure could be used, as well as taking into account the

attack and release times, as other researchers do [12].

We have also acquired trend models for the energy de-

scriptor in an analogous way. The energy average for each

fragment is calculated and, given the energy of each note,

the qualitative deviations are computed. Next, from these

qualitative values, the trend models are constructed by cal-

culating the frequencies of the eight shapes for each IR pat-

tern.

3.3 Classifying new performances

A nearest neighbor (NN) classifier is used to predict the per-

former of new recordings. Trend models acquired in the

training stage, as described in the previous section, are used

as class patterns, i.e. each trained performer is considered a

different solution class. When a new recording is presented

to the system, the feature extraction process is performed

and its trend model is created. This trend model is compared

with the previously acquired models. The classifier outputs

a ranked list of performer candidates where distances de-

termine the order, with 1 being the most likely performer

relative to the results of the training phase.
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3.3.1 Distance measure

The distance dij between two trend models i and j, is de-

fined as the weighted sum of distances between the respec-

tive IR patterns:

dij =
∑
n∈N

wn
ijdist(ni, nj) (1)

where N is the set of the different IR patterns considered;

dist(ni, nj) measures the distance between two probability

distributions (see (3) below); and wn
ij are the weights as-

signed to each IR pattern. Weights have been introduced

for balancing the importance of the IR patterns with respect

to the number of times they appear. Frequent patterns are

considered more informative due to the fact that they come

from more representative samples. Weights are defined as

the mean of cardinalities of respective histograms for a given

pattern n:

wn
ij = (Nn

i + Nn
j )/2 (2)

Mean value is used instead of just one of the cardinali-

ties to assure a symmetric distance measure in which wn
ij is

equal to wn
ji. Cardinalities could be different because rec-

ognized notes can vary from a performance to another, even

though the score is supposed to be the same.

Finally, distance between two probability distributions is

calculated by measuring the absolute distances between the

respective patterns:

dist(s, r) =
∑
k∈K

|sk − rk| (3)

where s and r are two probability distributions for the same

IR pattern; and K is the set of all possible values they can

take (in our case |K| = 8).

When both audio descriptors are considered, we simply

aggregate the individual corresponding distances.

4 RESULTS AND DISCUSSION

We tested our system by performing experiments using dif-

ferent information coming from the acquired trend models.

Specifically, we evaluated each experiment setting with only

duration-based trend models, only energy-based trend mod-

els, and with both trend models.

Each experiment consisted in training the system with

one movement and then testing the trend models acquired

presenting to the system the recordings from another move-

ment. For experimentation, we used a collection of audio

recordings from 23 different professional violinists. We per-

formed two different types of experiments. The first experi-

ment was focused on assessing the performance of the sys-

tem by using two movements from the same piece. Specifi-

cally, we used the Second and the Sixth movements of Par-

tita No. 1. These fragments are quite interesting for early

Figure 3. Accumulated success rate by position of the cor-

rect performer. Set-1 and set-2 are shown

testing because most of the notes are eighth notes, leading

us to acquire a model based on many homogeneous seg-

ments. In the following, we will call set-1 the experiment

where the second movement was used for training and the

sixth for testing. Analogously, we will call set-2 the exper-

iment where the sixth movement was used for training and

the second for testing.

The second type of experiments was focused on assess-

ing the performance of the system by using two movements

from different pieces. Specifically, we used the sixth move-

ment of Partita No. 1 for training and the fifth movement of

Partita No. 3 for testing. We will refer to this test as set-3.

For each input recording, the system outputs a ranked list

of performers sorted from the most similar to the farthest

one to the input. In experiments set-1 and set-2, the correct

performer was mostly identified in the first half of the list,

i.e. at most in the 12th position. In set-3, the most diffi-

cult scenario, the 90% of identification accuracy was over-

came at position 15. Regarding the different trend models,

the energy model was the one that achieved a highest accu-

racy. This result is not surprising since the duration descrip-

tor presents a high sensitivity with respect to the analysis

precision. The combination of both trend models improves

the results when focusing only on the first proposed player.

A complete view of the performance of the system is

shown in Figure 3 and summarized in Table 1. Figure 3

shows the percentage of input recordings identified at each

position. It provides a picture of the accuracy of the system

using as a threshold the length of the proposed ranking. The

results are promising, especially comparing with a random

classification where the success rate is clearly outperformed.

We can observe that the system achieved a 50% of success
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set-1 set-2 set-3
1st 3rd 10th 1st 3rd 10th 1st 3rd 10th

duration 34.8 60.9 95.7 21.7 43.5 91.3 10.5 26.3 68.4

energy 21.7 69.6 91.3 30.4 47.8 91.3 15.8 31.6 73.7

both 52.2 65.2 91.3 34.8 47.8 95.7 15.8 26.3 68.4

Table 1. Success rate (%) in all experiments taking into

account three different ranking positions proposed for the

correct performer: 1st, 3rd, and 10th

using the four top candidates in set-1 and set-2.

Table 1 summarizes the performance of the system for

the three experimental sets and the three trend models. The

three columns of each experiment show, respectively, the

percentage of performers identified in the first position, at

least in the third position, and at least in the tenth position.

We can observe that for settings set-1 and set-2 the correct

performer is predicted, in the worst case, 20% of times as the

first candidate, clearly outperforming the random classifier

(whose success rate is 4.3%).

Figure 4 presents a matrix that summarizes the classi-

fier output for set-2 using both duration and energy trend

models. The figure shows, for each input recording (row),

the sorted list of predicted performers as squares. The gray

scale maps to the ranking values. The black color indicates

the first performer proposed and the gray degradation is used

to draw all the performers predicted until the correct one.

Notice that the success in the first position means a black

square in the diagonal. The matrix is not supposed to be

symmetric and each column can have the same color several

times because a predicted performer can occur in the same

position for several inputs. For instance, we can see that

Garret Fischbach’s performance (gar) for Sixth Movement

is very different from the rest of performers’ Second Move-

ment performances: all values correspond to last position

(i.e. the furthest). On the other hand, Christian Tetzlaff’s

(chr) and Rachel Podger’s (rac) performances are quite

similar to most of Second Movement performances since

there are many squares in their columns.

Finally, Figure 5 shows in which position the correct per-

former is ranked for each performer in the test set. This Fig-

ure complements the former two. The results came from set-
1 using both trend models (‘duration+energy set-1’ curve in

Figure 3). Twelve right identifications were achieved at first

position (52% of success rate). The rest was correctly identi-

fied in positions 2 to 4 except three performers. Nathan Mil-

stein was identified at position 6. Finally, Sergiu Luca and

Shlomo Mintz were not clearly identified. After a detailed

analysis of the distances among all performers, we observed

that these two musicians are not clearly distinguished. We

mean, small variations in the trend models confuse the iden-

tification process.

Figure 4. Classifier output in matrix form for set-2 where

both trend models were used

5 CONCLUSIONS

This work focuses on the task of identifying violinists from

their playing style by building trend-based models that cap-

ture expressive tendencies. Trend models are acquired by

using state-of-the-art audio feature extraction tools and au-

tomatically segmenting the obtained melodies using IR pat-

terns. Performers were characterized by a set of probability

distributions, capturing their personal style with respect to a

collection of melodic patterns (IR patterns). We have shown

that, without a great analysis accuracy, our proposal is quite

robust.

The experiments were concentrated on identifying vio-

linists and using note durations and energies as descriptors.

We tested the system with 23 different professional perform-

ers and different recordings. Results obtained show that

the proposed model is capable of learning performance pat-

terns that are useful for distinguishing performers. The re-

sults clearly outperform a random classifier and, probably,

it would be quite hard for human listeners to achieve such

recognition rates. In order to assure the robustness of the

system, other sets of works should be used for learning and

testing.

We have presented a qualitative analysis using only two

qualitative values. We want to keep our model at this qual-

itative level but we plan to extend the model with the use

of fuzzy sets. This improvement will allow us to use the

capabilities of fuzzy theory for a better assessment in the

similarity measure.

Combining information from different music features have

been demonstrated to improve results. We are currently

working in increasing the number of descriptors. Since the

predictability of a given descriptor varies depending on the
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Figure 5. Correct performer position for each performance

in set-1. Both trend models are used

performers, we are also interested in discovering relations

among the descriptors. Finally, the use of hierarchical clas-

sifiers or ensemble methods is a possible way of improving

the identification.
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